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Lecture 1 – Measurement, variance and 
inferential statistics

Agenda/Content
• Experimental science

• Variables

• Descriptive statistics
• Levels of measurement
• Measures of central tendency
• Measures of variability

• Distributions

• Inferential statistics and hypotheses

• Within and between participant designs
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Experimental science

Population versus sample

• Population is every individual you 
are interested in

• The sample is a subset of your 
population of interest. We 
examine samples because it is 
typically impossible to sample 
everyone in the population
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Experimental science

Population versus sample

• You should always opt for 
random sampling, where you 
pick your sample randomly

• However, in reality, we often use 
opportunity sampling where we 
recruit who we have access to
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Variables

Independent Variable

• The variable (FACTOR) the 
experimenter manipulates or 
changes, which may be assumed to 
have a direct effect (i.e., influences 
change) on the dependent variable.
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Dependent Variable

• The outcome of interest. It is the 
variable being tested and measured 
in an experiment. It is 'dependent' 
on the effect (i.e., influence) of the 
independent variable.



Statistics

• Use descriptive statistics to describe characteristics and tendencies of 
your sample

• Use inferential statistics to determine whether the performance and 
characteristics of your sample generalizes to the population
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1. Levels of measurement

2. Measures of central tendency

3. Measures of variability

Descriptive statistics
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1. Levels of measurement

Nominal, Ordinal, Interval, Ratio
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Nominal Ordinal Interval Ratio

Categories,
Names

Rank or order

Known and 
proportionate 
intervals

True zero

1. Levels of measurement - Examples
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2. Measures of central tendency

A single value that describes the 
way in which a group of data 
clusters around a central value, i.e., 
the centre of the data set

• There are three measures of 
central tendency
• Mode

• Median

• Mean
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Nominal Ordinal Interval Ratio

Categories,
Names

Mode, % 
frequencies

Mode, % 
frequencies

Mode, % 
frequencies

Mode, % 
frequencies

Rank or order
Median, 
percentile

Median, 
percentile

Median, 
percentile

Known and 
proportionate 
intervals

Mean, 
standard 
deviation

Mean, 
standard 
deviation

True zero All above
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2. Measures of central tendency



The middle number when data are 
ordered

• Level of measurement: Ordinal or 
interval/ratio

• Shape of distribution: Highly 
skewed
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2. Measures of central tendency - Median



X =
Xå
N

13Mean of a set of numbers

Total set of scores

Number of scores

2. Measures of central tendency - Mean ሜ(X)

X =
Xå
N

The average, i.e., the sum (Σ) of all scores (x) 
divided by the number of scores (N)

5 + 7 + 7 + 6 + 2 + 3 + 4 + 5
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X =
Xå
N

14Mean of a set of numbers

Total set of scores

Number of scores

2. Measures of central tendency - Mean ሜ(X)

X =
Xå
N

The average, i.e., the sum (Σ) of all scores (x) 
divided by the number of scores (N)

4.875



3. Measures of variability

The spread or dispersion of scores 
in relation to the midpoint of data.

• Range

• Sum of squares

• Variance

• Standard deviation
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1                      2                     3                      4                      5                      6          7                      8

3. Measures of variability - why care?
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3. Measures of variability - range

The difference between the highest and 
lowest score

• Subtract the lowest value in the 
distribution by the highest value

1                      2                     3                      4                      5                      6          7                      8

1                      2                     3                      4                      5                      6          7                      8

1                      2                     3                      4                      5                      6          7                      8
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5.5 - 3.5 = 2

6 - 3 = 3

8 - 1 = 7



When is it not useful?

3. Measures of variability - range

1                      2                     3                      4                      5                      6          7                      8
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5.5 - 3.5 = 2 7.5 – 5.5 = 2



X =
Xå
N

3. Measures of variability - sum of squares

19

Population mean

5

4

3

2

1

6

1. Calculate difference             -  μ



X =
Xå
N

3. Measures of variability - sum of squares

1. Calculate difference             -  μ
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5

4

3

2

1

6

Data point ꭓ - μ

ꭓ1 -2

ꭓ2 1

ꭓ3 -2

ꭓ4 3

ꭓ5 -1

ꭓ6 1

ꭓ7 -1

ꭓ8 1

ꭓ9 0

Total 0



X =
Xå
N

3. Measures of variability - sum of squares

1. Calculate difference             -  μ
2. Calculate the sum of squares

21

Data point ꭓ - μ (ꭓ - μ)²

ꭓ1 -2 4

ꭓ2 1 1

ꭓ3 -2 4

ꭓ4 3 9

ꭓ5 -1 1

ꭓ6 1 1

ꭓ7 -1 1

ꭓ8 1 1

ꭓ9 0 0

Total 0 22

Sum of squares (SS) =  (m  -xi )
2å

is the population mean

is each data point

is the sum of all data



• Variance: Average deviation around the mean of a distribution (average of sum 
of squares)

Variance (s 2 ) =  
(m  -xi )

2å
n-1

3. Measures of variability - variance

Where      is the mean
 xi is each data point 
 n is the number of data points

m

Sum of squares

Degrees of
freedom



Standard Deviation (s ) =  
(m  -xi )

2å
n-1

• Standard deviation (σ): Measure of the typical deviation from the mean. 
It is the squared root of the variance

3. Measures of variability – standard deviation

Where      is the mean
 xi is each data point 
 n is the number of data points

m

Variance



• Standard deviation (σ): Measure of the typical deviation from the mean. 
It is the squared root of the variance

3. Measures of variability – standard deviation



1. Allow you to draw conclusions based on extrapolations

2. Use data from the sample of participants in the experiment to 
compare the treatment groups and make generalizations 
about the larger population of participants

3. Provide a quantitative method to decide if the null hypothesis 
(H0) should be rejected

Inferential statistics
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H0 the Null Hypothesis

•   H0: there is no significant difference between the conditions/groups and the 
null hypothesis is accepted.

•  Under H0, the samples come from the same population.

H1 the Experimental Hypothesis

• H1: there is a significant difference between the conditions/groups and the 
null hypothesis is rejected.

• Under H1, the samples come from the different populations.

Inferential statistics - Hypotheses



Inferential statistics - (Non)parametric tests

• Statistical tests can be separated into:

- Parametric

- Non-parametric

While parametric tests are the norm in psychology and are generally more 
powerful than non-parametric tests, they require that the scores be an 
interval or ratio measure and there needs to be homogeneity of variance
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One factor between-participants ANOVA

Agenda/Content for Lecture 2

• Introduction to analysis of variance (ANOVA)

• Introduction to one factor between-
participants design

• Sources of variability in data

• Calculating within-group and between-
group variances

• Degrees of Freedom

• Producing the F-statistic
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Introduction to analysis of variance

What do you need for a one factor 
between participants ANOVA?

• Three or more separate groups

• ONE categorical independent 
variable (i.e., one factor)

• One continuous dependent 
variable (outcome measure)

30

Source: Questionpro



1. Treatment effects

2. Individual differences

3. Random (residual) errors

Sources of variability in data

31

Within-group variability?

Between-group variability?



Treatment effects

• The effects of the independent 
variable

• This is what we want!

• We want people who are treated 
differently because of our 
intervention to behave differently
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Individual differences

• Some individuals may be more 
proficient in memory recall

• Maybe some individuals have 
experience of similar tasks

• Some may have ignored 
instructions or had lower 
attention spans / motivation

• A control group can employ their 
own strategy, increasing the 
variability
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Random (residual) errors

• Ideally a participant would have a 
‘true level’ at which they 
perform, which can always be 
measured accurately

1. Varying external conditions – 
e.g., temperature, time of day

2. State of participant (e.g. tired?)

3. Experimenter’s ability to 
measure accurately…
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…Experimenter effects

• Experimenters need to minimise 
these, so not to obscure the 
treatment effect

• Spread data away from the true 
means – i.e., increase variability 
and standard errors

• Reduce confidence in our 
estimates and a randomly 
plucked sample
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Within- and between- group variability

Within-group variability

The extent to which participants 
within a single group or population 
differ, despite receiving the same 
treatment

36

Within-group variability?

Between-group variability?

Between-group variability
The extent to which overall groups 
differ from one another (hopefully 
because of our treatment) * but also 

Individual differences!



Introduction to analysis of variance

Factors and levels (Example 3)

• Factor: experimental condition

• 3 levels:
• 𝐴1 Verbal negative feedback

• 𝐴2 Written negative feedback

• 𝐴3 Control (no feedback)

37

Level 1 Level 2 Level 3

Factor (𝐴): experimental condition

𝐴2 𝐴3𝐴1



Testing for differences

• H0 the Null Hypothesis

• Under H0, the samples come from the 
same population

• 𝜇1 = 𝜇2 = 𝜇3 [No difference in the 
population means]

• Experimental effect = 0

• All differences are due to individual 
differences + random (residual) errors
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Testing for differences

• H1 the Experimental Hypothesis

• Under H1, the samples come from the 
different populations.

• 𝜇1 ≠ 𝜇2 ≠ 𝜇3 [Population means 
are different]

• Experimental effect ≠ 0

• Differences are due to individual 
differences, random (residual) errors 
AND the experimental effect
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Introduction to analysis of variance

40

F =
between-group variance

within-group variance

F =
Signal

Noise

F =
Signal

Noise



The F ratio

41

F =
between-group variance

within-group variance

F =
treatment effects + experimental error

experimental error

F =
treatment effects + individual differences + random (residual) errors

individual differences + random (residual) errors



Introduction to analysis of variance
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F =
Signal

Noise

F =
Signal

Noise

The more treatment effects are standing out away from experimental error – 
i.e., the larger the signal is from the noise, the larger in magnitude the F value. 

The larger the F, the less likely that differences in scores are caused by chance.
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Mean ( ሜA)

𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores

3 2 5

2 4 4

4 5 6

5 4 4

4 3 4

3 1 5

2 2 3

1 3 2

1 4 6

2.78 3.11 4.33ሜ𝐴1= ሜ𝐴2= ሜ𝐴3=
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Grand Mean ሜ(𝑌) 

𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores

3 2 5

2 4 4

4 5 6

5 4 4

4 3 4

3 1 5

2 2 3

1 3 2

1 4 6

2.78 3.11 4.33ሜ𝐴1 = ሜ𝐴2 = ሜ𝐴3 =

ሜ𝑌 = 
2.78 + 3.11 + 4.33

3

ሜ𝑌  =
ሜ𝐴1 + ሜ𝐴2 + ሜ𝐴3 +  … ሜ𝐴𝑘

𝑘

ሜ𝑌 = 𝑇ℎ𝑒 𝑔𝑟𝑎𝑛𝑑 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝑠

k = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑒𝑣𝑒𝑙𝑠

ሜ𝑌 = 3.41
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Grand Mean ሜ(𝑌) 

𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores

3 2 5

2 4 4

4 5 6

5 4 4

4 3 4

3 1 5

2 2 3

1 3 2

1 4 6

2.78 3.11 4.33

Grand mean ሜ(𝑌) 

ሜ𝑌 = 3.41ሜ𝐴1= ሜ𝐴2= ሜ𝐴3=
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Total between-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑁𝐴1

ሜ𝐴1 − ሜ𝑌 2 + 𝑁𝐴2
ሜ𝐴2 − ሜ𝑌 2 + 𝑁𝐴3

ሜ𝐴3 − ሜ𝑌 2 (𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚
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Total between-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑁𝐴1

ሜ𝐴1 − ሜ𝑌 2 + 𝑁𝐴2
ሜ𝐴2 − ሜ𝑌 2 + 𝑁𝐴3

ሜ𝐴3 − ሜ𝑌 2 (𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚
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Total between-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑁𝐴1

ሜ𝐴1 − ሜ𝑌 2 + 𝑁𝐴2
ሜ𝐴2 − ሜ𝑌 2 + 𝑁𝐴3

ሜ𝐴3 − ሜ𝑌 2 (𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚

𝑁𝐴1 = Number of scores for 𝐴1

𝑁𝐴2 = Number of scores for 𝐴2

𝑁𝐴3 = Number of scores for 𝐴3

= 9

= 9

= 9



Degrees of freedom

Between-groups degrees of freedom

• The total number of levels minus one

• For example, in our experiment we 
have three levels [verbal feedback, 
written feedback, control]

• The between-groups degree of 
freedom is there 3 levels – 1 = 2

• Between-groups df = 2

49
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Total between-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
9 2.78 − 3.41 2 + 9 3.11 − 3.41 2 + 9 4.33 − 3.41 2

2

𝑁𝐴1 = Number of scores for 𝐴1

𝑁𝐴2 = Number of scores for 𝐴2

𝑁𝐴3 = Number of scores for 𝐴3

= 9

= 9

= 9
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Total between-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
3.60 + 0.81 + 7.65

2
= 6.037 (with rounding)



Calculating between-group variance

52

F =
between-group variance

within-group variance

F =
6.037

within-group variance
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Total within-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴1 + 𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴2 + 𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴3(𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚
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Total within-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴1 + 𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴2 + 𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴3(𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚

𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴1

= 𝑆𝑢𝑚𝑠 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑓𝑜𝑟 𝑙𝑒𝑣𝑒𝑙 1

𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴2

= 𝑆𝑢𝑚𝑠 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑓𝑜𝑟 𝑙𝑒𝑣𝑒𝑙 2 

𝑆𝑆 𝑙𝑒𝑣𝑒𝑙 𝐴3

= 𝑆𝑢𝑚𝑠 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑓𝑜𝑟 𝑙𝑒𝑣𝑒𝑙 3 
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Total within-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
σ 𝐴1 − ሜ𝐴1

2 + 𝐴2 − ሜ𝐴2
2 + 𝐴3 − ሜ𝐴3

2 +  (𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚
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Total within-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
σ 𝐴1 − 2.78 2 + 𝐴2 − 3.11 2 + 𝐴3 − 4.33 2 +  (𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛)

𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚



Degrees of freedom

Within-groups degrees of freedom

• For within-groups degrees of freedom, 
we add up the number of participants 
for each level – 1

• Mathematically this is expressed as:

57

= 𝑁𝐴1 − 1 + 𝑁𝐴2 − 1 + 𝑁𝐴3 − 1

= (9 − 1) + 9 − 1 + (9 − 1)

= 24
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Total within-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
σ 𝐴1 − 2.75 2 + 𝐴2 − 3.11 2 + 𝐴3 − 4.33 2

24
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Total within-group variance

ሜ𝑡𝑜𝑡𝑎𝑙 𝑤𝑖𝑡ℎ𝑖𝑛 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
42.444

24
= 1.769 (with rounding)



The F ratio

60

F =
between-group variance

within-group variance

F =
6.037

1.769

F = 3.414
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The F ratio
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F =
between-group variance

within-group variance

F =
6.037

1.769

F = 3.414, p = 0.05, A statistically significant test result (P ≤ 0.05) 
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Assumptions of ANOVA and follow-up 
procedures

Agenda/Content for Lecture 3

• Assumptions of ANOVA
• Assumption of independence
• Assumption of normality
• Assumption of homogeneity of variance

• Data transformations

• Pairwise between-level comparisons
• Planned comparisons
• Post-hoc tests
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In a perfect world…

• Normally distributed data

• You would have equal number of 
participants per level (e.g., per 
condition)

• Your data would be on an 
interval/ratio scale
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1. Assumption of independence

2. Assumption of normality

3. Assumption of homogeneity of variance

Assumptions underlying the ANOVA

66Independence Normality Homogeneity of variance



1. Assumption of independence

What is it?

• Participants should be randomly 
assigned to a group

• Participants should not cluster, 
sharing a classification variable
• Gender

• Skill level

• There should be no influence 
across one data point to another
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1. Assumption of independence

Consequences of violation

• Becomes difficult to interpret 
results

• Did the manipulation have an 
effect, or was this driven by 
classification clustering or 
influence?
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The F-ratio (from week 2!)

69

F =
between-group variance

within-group variance



1. Assumption of independence

How to avoid it?

• Always randomly allocate 
participants to a condition

• Try to allocate equal numbers to 
each condition

• You can test to see whether you 
have significant differences on 
important classification variables 
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What is it?

• You want the overall data and the 
data for each subgroup to 
normally distributed

• This is because ANOVAs rely on 
the mean – and for skewed  and 
bimodal data the mean is unlikely 
the best measure of central 
tendency

2. Assumption of normality



Consequences of violation

• If data are slightly skewed this is 
unlikely to cause problems
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2. Assumption of normality



Consequences of violation

• If data are slightly skewed this is 
unlikely to cause problems

• If data are skewed by roughly the 
same degree in the same 
direction – unlikely a problem
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2. Assumption of normality



Consequences of violation

• If data are slightly skewed this is 
unlikely to cause problems

• If data are skewed by roughly the 
same degree in the same 
direction – unlikely a problem

• If skewed in different directions, 
this is a problem. Lead to type I 
and II errors!
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2. Assumption of normality



How to avoid it?

• Avoid measures which often have 
ceiling or floor effects

• Transform data, changing every 
score in a systematic way

• Use a robust ANOVA (specialized 
test – more complex) or non-
parametric alternatives:
 The Kruskal-Wallis Test
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2. Assumption of normality



What is it?

• Assumes that the variances of the 
distributions in the samples are 
equal

• Therefore the variances for each 
sample should not significantly 
vary from one another
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3. Homogeneity of variance



Consequences of violation

• The ANOVA tests the plausibility 
of the null hypothesis – i.e., all 
observations come from the 
same underlying population with 
the same degree of variability

• This is pointless to test when 
variance is already clearly 
different
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3. Homogeneity of variance



How to avoid it?

• Difficult to avoid, but can be 
mitigated when testing

• As a rule of thumb, it is ok, as 
long as largest variance is no 
more than 4x the size of smallest

• Can also transform data or use 
non-parametric alternative
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3. Homogeneity of variance



Transforming data

• This involves taking every score 
from each participant and 
applying a uniform mathematical 
function to each

• Report both the original data and 
the transformed data
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Dealing with ‘rogue’ data

Figure from Stevens (2002) 



How to transform data
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Dealing with ‘rogue’ data

Maidapwad & Sananse (2014)

(log 𝑋𝑖 )

( 𝑋𝑖)

http://www.biostathandbook.com/transformation.html



Outliers and their impact

• Outliers are data points which significantly 
differ from other observations

• Outliers can drastically bias/change 
predictive models

• Predictions can be exaggerated and present 
high error

• Outliers not only distort statistical analyses, 
they can violate assumptions
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Outliers and their impact

82



Outliers and their impact

83

• Given the problems outliers 
create, it may seem 
levelheaded to remove them

• However, it can be dishonest 
and misleading to do so if 
they are true scores

• It must be justifiable as to 
why it is necessary to remove 
data
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Science rocks! 

The meaning of an ANOVA output

F =
between-group variance

within-group variance
F =

611.3

48.8
F = 12.52 p = 0.00000677
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Science rocks! P-value Definition

> .05

▪ We accept the null hypothesis (H0)

▪ Under H0, the samples come from the same population

▪ There is no statistical difference in the population means (𝜇1 = 𝜇2 = 𝜇3)

▪ Experimental effect = 0

≤ .05

▪ We reject the null hypothesis (H1)

▪ Under H1, the samples come from different populations

▪ Population means are statistically different (𝜇1 ≠ 𝜇2 ≠ 𝜇3)

▪ Experimental effect ≠ 0

The meaning of an ANOVA output



Significant

86
ሜ𝐴1 ሜ𝐴2

ሜ𝐴3

D
ep

en
d

en
t 

va
ri

ab
le

Adapted from Roberts and Russo (1999)

p ≤ .05
At least one of the pairs 
of means is significantly 
different. The question 
is, which pairs?



Pairwise comparisons
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There are two strategies for 
following-up significant ANOVAs

• Planned comparisons

• Post-hoc comparisons



• Why not just run a bunch of t-tests?

• Multiple comparisons increase the probability of making a (familywise) type 
I error

• I.e., rejecting the null hypothesis when actually there was no effect

88

The problem of multiple comparisons



• Type 1 error - 1 test at p ≤ 0.05 = 0.95 (i.e., 5% chance we get noise)

• Type 1 error - 2 tests = 0.95 * 0.95, = 0.903. (10% chance)

• Type 1 error - 3 tests = 0.95 * 0.95 * 0.95 = 0.857 (14% chance)

• Type 1 error – 4 tests = 0.95 * 0.95 * 0.95 * 0.95 = 0.815 (18.5% chance)

• Type 1 error – 5 tests = 0.95 * 0.95 * 0.95 * 0.95 * 0.95 = 0.774 (22.6% chance)
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The problem of multiple comparisons



Planned comparisons

90

• Focussed approach to examine 
specific group differences

• Perfect when certain hypotheses 
can be tested without comparing 
all combinations of means

• Should be pre-specified

• Need to keep the number of 
planned comparisons as low as 
possible to negate Type I errors – 
(number of levels – 1)



Planned comparisons
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Our options:

1. Run t-tests with a low number 
of pairs

2. Run t-tests with Bonferroni 
adjustment

3. Specialized linear contrast



Planned comparisons – 2. Corrections  
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• Continue to run t-tests, but adjust 
the p value to make it more 
conservative

• Only accept significant if below 
this threshold

• Bonferroni Correction:
• A new p-value is generated from 

the prior significance level 
divided by the number of tests

0.05 ÷ 2 = 0.025

P-value

Number 
of tests

Bonferroni 
adjusted     
P-value
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𝑡 =
ሜ𝐴1  − ሜ𝐴2

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝐸𝑅𝑅𝑂𝑅
2

𝑁𝐴

Planned comparisons – 1. Run t-tests 

𝐴1 - Robot A(lpha)

𝐴2- Robot B(eta)



Planned comparisons – 2. Corrections

94

t = -2.94, with 237 degrees of freedom
It’s significant at p = 0.025 threshold 



Post hoc tests
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• Post hoc comes from Latin for 
“after the event”

• Post hoc tests assess all possible 
combinations of differences 
between groups by comparing 
each mean with the other

• Make adjustments to p value, but 
more conservative than 
Bonferroni correction



Post hoc tests

https://www.researchgate.net/profile/Cyril-Iaconelli/post/The_choice_of_post-hoc_test/



Post hoc tests – Tukey-Kramer HSD
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Group ሜ𝑨𝟏
ሜ𝑨𝟐

ሜ𝑨𝟑

ሜ𝑨𝟏 - - -

ሜ𝑨𝟐 - -

ሜ𝑨𝟑 -

𝑊 = 𝑞(𝑟,𝑑𝑓𝐸𝑅𝑅𝑂𝑅)

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝐸𝑅𝑅𝑂𝑅

𝑁𝐴

Within group variance 
from ANOVA output Number of 

participants

Studentized range 
statistic

[num means, df]



Post hoc tests – Tukey-Kramer HSD
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Take home message:

• As you add more and more mean 
comparisons, you require larger 
critical values 𝑞  in the 
standardized table to find a 
statistical difference!

• As such, test what you need, not 
what you don’t!



99



One factor within-participants ANOVA

Agenda/Content for Lecture 4

• Introduction to one factor within-
participants ANOVA and its limitations

• Between-participant variability and residual 
variance

• Calculating within-group and between 
group variances

• Producing the within-participants F-statistic

100
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Within-participants



102

Science rocks! Type Definition An example…

Practice 
effects

The experience/performance on a task at a given 
point in time, may influence your performance 

of that task at a subsequent time.

Fatigue 
effects

Fatigue or boredom with a task may influence 
your performance of that task at a subsequent 

time.

Demand 
characteristic

Participants form an idea of the experiment's 
purpose and (sub)consciously change their 

behaviour to comply

Within-participants design - limitations

Order 
effects



1. Assumption of independence

2. Assumption of normality

3. Assumption of sphericity

Assumptions underlying the W-P ANOVA

103Independence Normality Sphericity 

The variances of the differences 
between all combinations of 
related groups are equal



Within-participants F ratio
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F =
between-group variance

within-group variance

F =
treatment effects + random (residual) errors

random (residual) errors



The F ratio
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F =
Signal

Noise

F =
Signal

Noise

The larger in magnitude the F value, the more treatment effects are standing 
out away from experimental error – i.e., the larger the signal is from the noise. 
The larger the F, the less likely that differences in scores are caused by chance.
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A within-participants example
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Summary

Low between-participant variability / High residual variance

Table 6. Burgers consumed before (A1) and after (A2) Cowspiracy

A1 A2 (A2 - A1) P Mean

P1 9 1 -8 5

P2 5 5 0 5

P3 4 6 2 5

P4 6 4 -2 5

P5 4 6 2 5

A Mean 5.6 4.4 5

∆A

High between-participant variability / Low residual variance

Table 5. Burgers consumed before (A1) and after (A2) Cowspiracy

A1 A2 (A2 - A1) P Mean

P1 5 3 -2 4

P2 9 7 -2 8

P3 3 1 -2 2

P4 7 5 -2 6

P5 4 6 2 5

A Mean 5.6 4.4 5

∆A
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴
−

Σ𝑌 2

𝑁

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = Σ𝑌2 −
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = Σ𝑌2 −
Σ𝑌 2

𝑁
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SS-Between groups

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴
−

Σ𝑌 2

𝑁
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SS-Between groups

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

(20)² + (41)² + (48)²
̅

(109)²

27

44.44 + 186.77 + 256.00

̅
11881

27

440.03̅

9

400 + 1681 + 2304

9

̅ 440.03

47.18

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴
−

Σ𝑌 2

𝑁

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =

487.21𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 = 47.18

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = Σ𝑌2 −
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = Σ𝑌2 −
Σ𝑌 2

𝑁
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴
−

Σ𝑌 2

𝑁

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = Σ𝑌2 −
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴
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SS-Within group

Participant 𝑨𝟏² scores 𝑨𝟐² scores 𝑨𝟑² scores P Mean

1 2² = 4 3² = 9 5² = 25 3.33

2 1² = 1 4² = 16 4² = 16 3.00

3 3² = 9 5² = 25 6² = 36 4.66

4 2² = 4 6² = 36 5² = 25 4.33

5 2² = 4 3² = 9 3² = 9 2.66

6 1²= 1 5² = 25 6² = 36 4.00

7 4² = 16 7² = 49 7² = 49 6.00

8 3² = 9 3² = 9 6² = 36 4.00

9 2² = 4 5² = 25 6² = 36 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

(20)² + (41)² + (48)²
̅ 9

400 + 1681 + 2304

9

523

523 ̅

523 487.21̅

35.79

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = Σ𝑌2 −
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 =

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 =

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 =

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 =
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = 35.79

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = Σ𝑌2 −
Σ𝑌 2

𝑁

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 = 47.18
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 =
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴
−

Σ𝑌 2

𝑁

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = Σ𝑌2 −
ΣA1

2 + Σ𝐴2
2 + Σ𝐴3

2

𝑁𝐴

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = Σ𝑌2 −
Σ𝑌 2

𝑁
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SS-Total

Participant 𝑨𝟏² scores 𝑨𝟐² scores 𝑨𝟑² scores P Mean

1 2² = 4 3² = 9 5² = 25 3.33

2 1² = 1 4² = 16 4² = 16 3.00

3 3² = 9 5² = 25 6² = 36 4.66

4 2² = 4 6² = 36 5² = 25 4.33

5 2² = 4 3² = 9 3² = 9 2.66

6 1²= 1 5² = 25 6² = 36 4.00

7 4² = 16 7² = 49 7² = 49 6.00

8 3² = 9 3² = 9 6² = 36 4.00

9 2² = 4 5² = 25 6² = 36 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

̅523

523 ̅

523 ̅

(109)²

27

11881

27

440.03

82.97 

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = Σ𝑌2 −
Σ𝑌 2

𝑁

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 =

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 =

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 =

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 =
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = 35.79

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = 82.97

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 = 47.18
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = 35.79

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = 82.97

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 = 47.18

𝑆𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 =
Σ𝑃1

2 + Σ𝑃2
2 𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛

𝑁𝑃
−

Σ𝑌 2

𝑁



Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P total

1 2 3 5 10

2 1 4 4 9

3 3 5 6 14

4 2 6 5 13

5 2 3 3 8

6 1 5 6 12

7 4 7 7 18

8 3 3 6 12

9 2 5 6 13

𝑇𝑜𝑡𝑎𝑙 20          41 48 109 119

SS-between participants

𝑆𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 =
Σ𝑃1

2 + Σ𝑃2
2 𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛

𝑁𝑃
−

Σ𝑌 2

𝑁

P total

10

9

14

13

8

12

18

12

13

109



Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P total

1 2 3 5 10

2 1 4 4 9

3 3 5 6 14

4 2 6 5 13

5 2 3 3 8

6 1 5 6 12

7 4 7 7 18

8 3 3 6 12

9 2 5 6 13

𝑇𝑜𝑡𝑎𝑙 20          41 48 109 120

SS-between participants

10² + 9² + 14² + 13² + 8² + 12² + 18² + 12² + 13²
̅

27

(109)² 

3       3       3        3       3      3        3        3        3
+       +       +       +      +       +       +        +( )

100 + 81 + 196 + 169 + 64 + 144 + 324 + 144 + 169(
3       3       3        3       3      3        3        3        3 ) ̅

27

(109)² 

33.33 + 27 + 65.33 + 56.33 + 21.33 + 48 + 108 + 48 + 56.33( )
- 440.03

440.03̅463.67

= 23.64

𝑆𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 =
Σ𝑃1

2 + Σ𝑃2
2 𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛

𝑁𝑃
−

Σ𝑌 2

𝑁

P total

10

9

14

13

8

12

18

12

13

109
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = 35.79

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = 82.97

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 = 47.18

𝑆𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 = 23.64

𝑆𝑆𝑅𝐸𝑆𝐼𝐷𝑈𝐴𝐿 ….



What we’ll need for the ANOVA

𝑺𝑺𝑹𝑬𝑺𝑰𝑫𝑼𝑨𝑳 =  𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 - 𝑆𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠

12.15         =    35.79       -       23.64 
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Ingredients of within-participants ANOVA

Participant 𝑨𝟏 scores 𝑨𝟐 scores 𝑨𝟑 scores P Mean

1 2 3 5 3.33

2 1 4 4 3.00

3 3 5 6 4.66

4 2 6 5 4.33

5 2 3 3 2.66

6 1 5 6 4.00

7 4 7 7 6.00

8 3 3 6 4.00

9 2 5 6 4.33

𝑇𝑜𝑡𝑎𝑙 20          41 48

𝑆𝑆𝑊𝐼𝑇𝐻𝐼𝑁 = 35.79

𝑆𝑆𝑇𝑂𝑇𝐴𝐿 = 82.97

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁 = 47.18

𝑆𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 = 23.64

𝑆𝑆𝑅𝐸𝑆𝐼𝐷𝑈𝐴𝐿 …. = 12.15



What we’ll need for the ANOVA

F =
between-group variance

residual variance

between-group variance = 

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁

𝑑𝑓𝐵𝐸𝑇𝑊𝐸𝐸𝑁

47.18
   2

a – 1 [i.e., number of levels – 1]

= = 23.59



What we’ll need for the ANOVA

12.15

F =
23.59

residual variance

between-group variance = 

𝑆𝑆𝐵𝐸𝑇𝑊𝐸𝐸𝑁

𝑑𝑓𝐵𝐸𝑇𝑊𝐸𝐸𝑁

47.18
   2

= = 23.59

residual variance = 
𝑆𝑆𝑅𝐸𝑆𝐼𝐷𝑈𝐴𝐿 

𝑑𝑓𝑅𝐸𝑆𝐼𝐷𝑈𝐴𝐿

=

(a – 1)*(p – 1)

16

[i.e., (no. of levels – 1) x (np. Participants – 1)]

= 0.76



What we’ll need for the ANOVA

F =
23.59

0.76
= 31.04





What we’ll need for the ANOVA

F =
23.59

0.76
= 31.04  WAY BIGGER THAN 3.6337!



Well done!
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